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Question 1

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context:

[studentfinode-1] $ | kubectl config u
se-context nk8s

Task

A deployment is falling on the cluster due to an incorrect image being specified. Locate the deployment, and fix the problem.

Options:

A- Explanation:



create deploy hello-deploy --image=nginx --dry-run=client -o yaml > hello-deploy.yaml
Update deployment image tonginx:1.17.4: kubectl set image deploy/hello-deploy nginx=nginx:1.17.4

Answer:

A

Question 2

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context:

[ student@node-1] $ kubectl config
use-context k8s



Context
Developers occasionally need to submit pods that run periodically.
Task

Follow the steps below to create a pod that will start at a predetermined time and]which runs to completion only once each time it is
started:

* Create a YAML formatted Kubernetes manifest /opt/KDPD00301/periodic.yaml that runs the following shell command: date in a single
busybox container. The command should run every minute and must complete within 22 seconds or be terminated oy Kubernetes. The
Cronjob namp and container name should both be hello

* Create the resource in the above manifest and verify that the job executes successfully at least once

Options:

A- Explanation:
Solution:



BAReadme >_Web Terminal Ll THELINUX FOUNDATION

student@node—1: 1 1 reate cro y hells ——image=busybox ——schedule "% * & & " —_drg—run=|
1 yml ) yaml
unable to match a printer suitable foar the = k& mat "yml™, allc
n, jaonpath, jscnpath—a:

——schedule "+ *+ * * &7 ——dry-—run=

nt yvaml
studentfnode-1:




BAReadme >_ Web Terminal L1 THELINUX FOUNDATION

batch/vlbetal
Crondob

hello




B@Readme >_Web Terminal Ll THELINUX FOUNDATION

gtudent@no ] E { j hellc ——image=busybox —--schedule "% * * & &7 —_Arg—run=|M
error: unable to match a printer sul : for the E mat "yml™, allowed formats are: go-t
emplate, go—template—£file, json, jacnpath, jscnpath—as I path—-file,name, template, templatefile

——gchedulse "% * &

studentfne
MNAME
haello L = L [ y 1, <none>

astudent@nc

Answer:

A

Question 3

Question Type: MultipleChoice

Refer to Exhibit.



Set configuration context:

[student@node-1] § ‘ kubectl config

use-context k8s

Set Configuration Context:
[student@node-1] $ | kubectl
Config use-context k8s
Context

A container within the poller pod is hard-coded to connect the nginxsvc service on port 90 . As this port changes to 5050 an additional
container needs to be added to the poller pod which adapts the container to connect to this new port. This should be realized as an
ambassador container within the pod.

Task

* Update the nginxsvc service to serve on port 5050.



* Add an HAproxy container named haproxy bound to port 90 to the poller pod and deploy the enhanced pod. Use the image haproxy
and inject the configuration located at /opt/KDMCO00101/haproxy.cfg, with a ConfigMap named haproxy-config, mounted into the
container so that haproxy.cfg is available at /usr/local/etc/haproxy/haproxy.cfg. Ensure that you update the args of the poller container to
connect to localhost instead of nginxsvc so that the connection is correctly proxied to the new service endpoint. You must not modify the
port of the endpoint in poller's args . The spec file used to create the initial poller pod is available in /opt/KDMC00101/poller.yaml

Options:

A- Explanation:

Solution:

To update the nginxsvc service to serve on port 5050, you will need to edit the service's definition yaml file. You can use the kubectl edit
command to edit the service in place.

kubectl edit svc nginxsvc

This will open the service definition yaml file in your default editor. Change the targetPort of the service to 5050 and save the file.
To add an HAproxy container named haproxy bound to port 90 to the poller pod, you will need to edit the pod's definition yaml file
located at /opt/KDMC00101/poller.yaml.

You can add a new container to the pod's definition yaml file, with the following configuration:

containers:

- name: haproxy

image: haproxy

ports:

- containerPort: 90

volumeMounts:

- name: haproxy-config



mountPath: /usr/local/etc/haproxy/haproxy.cfg

subPath: haproxy.cfg

args: ['haproxy’, '-f', 'lusr/local/etc/haproxy/haproxy.cfg’]

This will add the HAproxy container to the pod and configure it to listen on port 90. It will also mount the ConfigMap haproxy-config to the
container, so that haproxy.cfg is available at /usr/local/etc/haproxy/haproxy.cfg.

To inject the configuration located at /opt/KDMC00101/haproxy.cfg to the container, you will need to create a ConfigMap using the
following command:

kubectl create configmap haproxy-config --from-file=/opt/KDMC00101/haproxy.cfg

You will also need to update the args of the poller container so that it connects to localhost instead of nginxsvc. You can do this by
editing the pod's definition yaml file and changing the args field to args: ['poller’,'--host=localhost’].

Once you have made these changes, you can deploy the updated pod to the cluster by running the following command:

kubectl apply -f /opt/KDMC00101/poller.yaml

This will deploy the enhanced pod with the HAproxy container to the cluster. The HAproxy container will listen on port 90 and proxy
connections to the nginxsvc service on port 5050. The poller container will connect to localhost instead of nginxsvc, so that the
connection is correctly proxied to the new service endpoint.

Please note that, this is a basic example and you may need to tweak the haproxy.cfg file and the args based on your use case.

Answer:

A

Question 4

Question Type: MultipleChoice




Refer to Exhibit.

Set configuration context:

[student@node-1] § | kubectl config

use-context k8s

Context

You have been tasked with scaling an existing deployment for availability, and creating a service to expose the deployment within your
infrastructure.

Task

Start with the deployment named kdsn00101-deployment which has already been deployed to the namespace kdsn00101 . Edit it to:
* Add the func=webFrontEnd key/value label to the pod template metadata to identify the pod for the service definition

* Have 4 replicas

Next, create ana deploy in namespace kdsn00I01 a service that accomplishes the following:



* Exposes the service on TCP port 8080
* is mapped to me pods defined by the specification of kdsn00I01-deployment
* |s of type NodePort

* Has a name of cherry

Options:

A- Explanation:

Solution:

student@node-1:~5 kubectl edit deployment kdan00l0l-deployment -n l:]HrLI':Il:I'l'Z'i‘]I




BAReadme >_ Web Terminal L1 THELINUX FOUNDATION

apps/ vl
Deployment

ngine
kdasn00101- |:".l.-.~I1-| oymant

kden00101

'appa/vl/namespa
61-4189-ball-fbce"
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BAReadme >_ Web Terminal L1 THELINUX FOUNDATION

10—-T7761-4189-bal0-fbhceTEc311bE

g inx

RollingUpdate

yntEnd

nginx:latest
Alwaysa
nginx

studentinods= el E 1l edit de n00101-deployment —-n kdan00101
deploymen
n kdan00
NAME
kdanl0101-deploy
studen =] 2 - il e se de e n kdsn00101 type Nod
port 8080 ——name cherry
service/cherry expooed




Answer:

Question 5

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context:

[ student@node-1] $ ‘ kubectl config
use-context k8s

Context

As a Kubernetes application developer you will often find yourself needing to update a running application.



Task

Please complete the following:

* Update the app deployment in the kdpd00202 namespace with a maxSurge of 5% and a maxUnavailable of 2%
* Perform a rolling update of the webl deployment, changing the Ifccncf/ngmx image version to 1.13

* Roll back the app deployment to the previous version

Options:

A- Explanation:
Solution:

BAReadme >_ Web Terminal Cl THELINUX FOUNDATION

student@node—-1:~% kubectl edit deployment app —n }r.-:';!:--:lli"I:EII".T;'I




BAReadme >_ Web Terminal 1 THELINUX FOUNDATION

Seel-46a9-8dd3-e24643d3celd

5%

RollingUpdate

nginx

lfcencf/nginx:1.13
IfNotPresent
nginx




BB Readme >_ Web Terminal Cl THELINUX FOUNDATION

% kubectl edit deployment app —n kdpd00202

app edited
stude @ - £l rollout status r.".-:-=I|'|r.:-yr:|:-.:|r. app —n kr.]I1:]'.r|
Waiting % app lout finish: & out 10 new = icas updated. ..
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Waiting for « nent "app"™ rollout to finish: t 10 new repli ve updated. ..
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Waiting v de yment "app" rollout to finiah: - 10 new repli ave n updated...
Waiting fo loyment rollout to finish: - of 10 new re 1 have been updated...
Waiting 5 5 yment "app™ rollout finish: L E 10 new : i have been updated...
Waiting r deployment "app" rollout to finiah: : of 10 new replicaa | : n updated...
Waiting deployment "app™ rollout to finish: 9 : of 10 new replicas veen updated. ..
Waiting for ¢ oy app™ rollout finish: ld replicas are pending terminat
Waiting r dep] nent 1llout to finish: B of 10 updated replicas are awvailab
Waiting for ent "app” rollout finish: 9 replicas are availab
deployment : i r rolled out
] deployment app -n kdpd002

atudentEnoc




llout status deployment app —n kdpdl 4
Waiting ( yment "app™ rollout to finish: cut of 10 new icaz have been updated...
Waiting % ol yment " rollout to 1 of 10 new re have updated...
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X
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Answer:

A

Question 6

Question Type: MultipleChoice

Refer to Exhibit.



Set configuration context:

tudenti@Enocde-1] 9§ kubectl confip

use-context k8s

Task

Create a new deployment for running.nginx with the following parameters;

* Run the deployment in the kdpd00201 namespace. The namespace has already been created
* Name the deployment frontend and configure with 4 replicas

* Configure the pod with a container image of Ifccncf/nginx:1.13.7

* Set an environment variable of NGINX__PORT=8080 and also expose that port for the container above

Options:

A- Explanation:
Solution:



BAReadme >_Web Terminal Ll THELINUX FOUNDATION

atudent@node-1:~% kubactl create deployment api ——image=lfcencf/nginx:1.13.T7-alpine --replicas=4|N
-n kdp 1 ==dry-run~client - ya > nginx_deployment.yml

student@r l=—1:~5 wim :|r._:|:.r::u:_-:]e-zf:-'l-::--;.r:u:—e:ﬂ..-_-pr.'l I




BAReadme >_ Web Terminal Ll THELINUX FOUNDATION

appa/vl
Deployment

lfcencE/nginx:1.13.T-alpine

nginx

"nginx_deployment.yml”™ 25L, 421C




BB Readme »_ Web Terminal

appa/vl
Deployment

apl
apl
kdpd00201

lfcencf/nginx:1.

nginx

HGINX_FPORT

LI THELINUXFOUNDATION




BAReadme >_Web Terminal L1 THELINUXFOUNDATION

student@ =% I create deployment apl —-image=lfeencf/ngink:1.13.T7-alpine ——replicaz=4|R
-n kdpd . 11l > nginx_ deployment.yml

student@
yyment . yml

student@
HAME

api—?ib%
api-745677 - ! Running
nning

Answer:

A

Question 7




Question Type: MultipleChoice

Context

Anytime a team needs to run a container on Kubernetes they will need to define a pod within which to run the container.
Task

Please complete the following:

* Create a YAML formatted pod manifest

/opt/KDPDO00101/podl.yml to create a pod named app1l that runs a container named applcont using image Ifccncf/arg-output
with these command line arguments: -lines 56 -F

* Create the pod with the kubectl command using the YAML file created in the previous step

* When the pod is running display summary data about the pod in JSON format using the kubectl command and redirect the output to a
file named /opt/KDPD00101/outl.json

* All of the files you need to work with have been created, empty, for your convenience



When creating your pod, you do not
need to specify a container command ,

only args,

Options:

A- Explanation:

Solution:

student@nede-1:~% kubectl run appl --image=lfccncffarg-output --dry-run=client —-o yaml

> fopt/ED

FDO0101/podl . ym
studentfinode-1:~% wim faptfﬁnpnﬂ&iﬂlfpaﬂi.ymll




BAReadme >_ Web Terminal Cl THELINUX FOUNDATION

appl
appl

lfcencf/arg-cutput
appl

ClusterFirat

Always

"fopt/EDPFDO0101/podl.yml™ 15L, 242C




BAReadme >_Web Terminal 1 THELINUX FOUNDATION

appl
appl

lfcencf/arg-output
appl




1/appl create
student@node—1:~% L
HAME 4 VY I RE3TARTS
appl ( 1]
counter f 1 )
HUnn i :II:_T

Bunnineg

student@n
HAME
appl ! nning
nning
nning
nmning
'.:1:|r:.-:_":n.'-.|£'| I} :_':l.lrLr'Ji:II:_T
nginx—ses / Running
poller / Running 0
L | :i'.'f'-.'.'!LH [1:1:] n.".l['lji-1.

P "appl™ deleted
student@node-1:+~% vim /opt/RDPD00101/podl.yml]]




BAReadme »_ Web Terminal
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nginx-secret 1
i'":'l-l -I er

atudent@node-1:~%
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nginx—101
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nginx-
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HAME
appl
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BAReadme >_ Web Terminal Cl THELINUX FOUNDATION

poller r Bunning 6h51m
studentlr
HAME
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ngink— ret
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atudentinod=-1 X delete pod appl
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atudenti@r

‘appl created
studentfnode-1:~5
MAME

ngin

nginx— 1figmap
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astudenti@nods=— E 1l get pod appl o json > fc 1|-:|1._|".r.:l1l1.1..JI."E::J:I
atudenti@node-—1

studentfr

Answer:

A



Question 8

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context

tudent@node-1] ¢ kubectl confige

use-context k8s

Context
It is always useful to look at the resources your applications are consuming in a cluster.

Task

* From the pods running in namespace cpu-stress , write the name only of the pod that is consuming the most CPU to file
/opt/KDOBGO030I/pod.txt, which has already been created.



Options:

A- Explanation:
Solution:

BAReadme >_Web Terminal Ll THELINUX FOUNDATION

studentfnode-1:~%
HAME
max—load-58b3se
max-load-alk
max-load-k

studentinode—-1:~5 ascho

Answer:

A

Question 9

Question Type: MultipleChoice

Refer to Exhibit.



Set configuration context:

[student@node-11 3 kubectl config
use-context k8s

Set Configuration Context:

[student@node-1] $ | kubectl

Config use-context k8s

Context

You sometimes need to observe a pod's logs, and write those logs to a file for further analysis.

Task

Please complete the following;

* Deploy the counter pod to the cluster using the provided YAMLspec file at /opt/KDOB00201/counter.yaml

* Retrieve all currently available application logs from the running pod and store them in the file /opt/KDOB0020I/log_Output.txt, which
has already been created



Options:

A- Explanation:

Solution:

To deploy the counter pod to the cluster using the provided YAML spec file, you can use the kubectl apply command. The apply
command creates and updates resources in a cluster.

kubectl apply -f /opt/KDOB00201/counter.yam|

This command will create the pod in the cluster. You can use the kubectl get pods command to check the status of the pod and ensure
that it is running.

kubectl get pods

To retrieve all currently available application logs from the running pod and store them in the file /opt/KDOB0020I/log_Output.txt, you can
use the kubectl logs command. The logs command retrieves logs from a container in a pod.

kubectl logs -f > /opt/KDOB0020I/log_Output.txt

Replace with the name of the pod.

You can also use -f option to stream the logs.

kubectl logs -f > /opt/KDOB0020I/log_Output.txt &

This command will retrieve the logs from the pod and write them to the /opt/KDOBO0020I/log_Output.txt file.

Please note that the above command will retrieve all logs from the pod, including previous logs. If you want to retrieve only the new logs
that are generated after running the command, you can add the --since flag to the kubectl logs command and specify a duration, for
example --since=24h for logs generated in the last 24 hours.

Also, please note that, if the pod has multiple containers, you need to specify the container name using -c option.

kubectl logs -f -c <container-name> > /opt/KDOBO0020l/log_Output.txt

The above command will redirect the logs of the specified container to the file.



counter.yaml
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Answer:

C1 THELINUX FOUNDATION

1/1log output.txt

A



Question 10

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context:

[ student@node-1] kubectl -onfig

use-context k8s

Set Configuration Context:

[student@node-1] $ | kubectl

Config use-context k8s

Context

A pod is running on the cluster but it is not responding.

Task



The desired behavior is to have Kubemetes restart the pod when an endpoint returns an HTTP 500 on the /healthz endpoint. The
service, probe-pod, should never send traffic to the pod while it is failing. Please complete the following:

* The application has an endpoint, /started, that will indicate if it can accept traffic by returning an HTTP 200. If the endpoint returns an
HTTP 500, the application has not yet finished initialization.

* The application has another endpoint /healthz that will indicate if the application is still working as expected by returning an HTTP 200.
If the endpoint returns an HTTP 500 the application is no longer responsive.

* Configure the probe-pod pod provided to use these endpoints

* The probes should use port 8080

Options:

A- Explanation:

Solution:

To have Kubernetes automatically restart a pod when an endpoint returns an HTTP 500 on the /healthz endpoint, you will need to
configure liveness and readiness probes on the pod.

First, you will need to create a livenessProbe and a readinessProbe in the pod's definition yaml file. The livenessProbe will check the
/healthz endpoint, and if it returns an HTTP 500, the pod will be restarted. The readinessProbe will check the /started endpoint, and if it
returns an HTTP 500, the pod will not receive traffic.

Here's an example of how you can configure the liveness and readiness probes in the pod definition yaml file:

apiVersion: v1

kind: Pod

metadata:



name: probe-pod

spec:

containers:

- hame: probe-pod

image: <image-name>

ports:

- containerPort: 8080

livenessProbe:

httpGet:

path: /healthz

port: 8080

initialDelaySeconds: 15

periodSeconds: 10

failureThreshold: 3

readinessProbe:

httpGet:

path: /started

port: 8080

initialDelaySeconds: 15

periodSeconds: 10

failureThreshold: 3

The httpGet specifies the endpoint to check and the port to use. The initialDelaySeconds is the amount of time the pod will wait before
starting the probe. periodSeconds is the amount of time between each probe check, and the failureThreshold is the number of failed
probes before the pod is considered unresponsive.

You can use kubectl to create the pod by running the following command:
kubectl apply -f <filename>.yaml|



Once the pod is created, Kubernetes will start monitoring it using the configured liveness and readiness probes. If the /healthz endpoint
returns an HTTP 500, the pod will be restarted. If the /started endpoint returns an HTTP 500, the pod will not receive traffic.

Please note that if the failure threshold is set to 3, it means that if the probe fails 3 times consecutively it will be considered as a failure.
The above configuration assumes that the application is running on port 8080 and the endpoints are available on the same port.

Answer:

A

Question 11

Question Type: MultipleChoice

Refer to Exhibit.



Set configuration context;

[ student@node-1] § kubect] config

use-context k8s

Context
Your application's hamespace requires a specific service account to be used.
Task

Update the app-a deployment in the production namespace to run as the restrictedservice service account. The service account has
already been created.

Options:

A- Explanation:
Solution:



BAReadme >_ Web Terminal C1 THELINUX FOUNDATION

student@node—1:~% kub ( : iceaccount —n production
HAME
Eh4Em
oh46m
den = et deployment -n production
MAME 3 i 3 VATLABLE AGE
app—a 34 3 chdom
student@ = ul El acst : iceaccount deployment app-a restrictedserwvice -n prx
unt updated
student@

Answer:

A



Question 12

Question Type: MultipleChoice

Refer to Exhibit.

Set configuration context;

[ student@node-1] § kubectl config

use-context k8s

Context

You are tasked to create a ConfigMap and consume the ConfigMap in a pod using a volume mount.
Task

Please complete the following:

* Create a ConfigMap named another-config containing the key/value pair: key4/value3

* start a pod named nginx-configmap containing a single container using the



nginx image, and mount the key you just created into the pod under directory /also/a/path

Options:

A- Explanation:
Solution:

atudent@node—1:~% kubectl ate
configmap/anc -7 d
atudentinode-1 3 — configmap
HAME

configmap ancther—-config ——from-literal=key4=value3

another-config
student@node—1: kubectl run nginx-configmap ——image=nginx ——dry-run=client -o yaml

igmap.yml

student@node-1: ; nfigmap.yml ~C

tudent@node-— mv nglin nfigmap.yml nginx configmap.yml
> vim nginx_cof]




BAReadme >_ Web Terminal C1 THELINUX FOUNDATION

nginx—cgﬁfigmap

nginx—configmap

nginx
nginx—configmap

ClusterFirst

Always

"nginx_configmap.yml® 15L, 2621




BB Readme  »_ Web Terminal

nginx-configmap
nginx—configmap

ngin
nginx—configmap

mywol
/also/a/path

LI THELINUXFOUNDATION




studentfnode-1:~% kubectl create configmap another-config ——-from—-literal=keyi=wvaluel
configmap/an
student@

——image=nginx ——dry-run=cli
igmap.yml
astudenti@no wvim :|:_:|'Er:_ r
astudentfnode—1:~% mv ngin configmap.s configmap.yml
student e-1:~% wim nginx configmap
atudesnt@r

student@node-—1: { run nginx—configmap ——image=nginx —-dry-run=cli
igmap 1
studentiinod=-1: i 1 ii_;nlﬂf'.-.l.rrn'l

configmap.yml nginx configmap.yml
ginx_configmap

sate £ ngin vEigmap . yml
Error: must speci o —-f and -k

mmand "f ne ml ™
—h" for help and examples
| ] f nginx 1figmap. yml
ror validating "nginx confi B ": error validating data: ValidationBrror (Pod.apec.c
ontainers[l]): unknown 11d "mountPath™ in io.kBa.api.core.wl.
e these errors, turn wval ; f with -—-vaelidate=false
student@node-1:~% vim nginx configmap.yml .

mtainer; if you chooae to lgnor




BAReadme >_ Web Terminal Ll THELINUX FOUNDATION

student@node—1 ' 1 create f nginx configmap.yml
must speci =f and =k

h' for help and examp

studentinode—1: eate —f nginx con map . yml

Brri B - wva ing "nginx configmap.yml™: error walidating data: ValidationBEr:
ontainers[1]) : unknown field "mountPath™ in ic.kBs.api. e.vl.Container; if you ch
e these errora, turn valida ff with ——wali

atudent@ y ~% vim nginx_configmap.yml

.k.'ll.  — =t ¥ | - =/ e _t- :|::|"ir'|:u: =t

HAME
livanesa-http ' unming
nginx=101 unning 0 6h45m
nginx— igmap 1teinerCreating 0 Ss
ngine-— 1 / unmning S5m
poller / Runnin 0 6h44m
studentinode—1:- 1 1 get p ]
HAME READY aTATUS RESTRRTS
] .\I"'.! 1.."1 :_\".Jrl.r'li:li_]'

1/1 Funning

nginx / unning Ba

1
JI.I:_TiI:IJf._ -1 =4 1. |‘ J.rl.r'Ji:Ir._] El:ll."'t:‘..‘"
1

poller Bunning 0 ehd5m

astudent@ =1z ll

Answer:

A
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